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Abstract

We study certain conditions of compatibility between evolution fami-
lies and spaces, which yield perturbation results for evolution families in
a general setting. A theorem for stability of these conditions is given.
We compare our results for evolution semigroups and evolution families.
Additionally, we apply the results to parabolic problems.

1 Introduction

In recent years W. Desch, W. Schappacher, and others have established mul-
tiplicative perturbation results for semigroup theory (e. g. [3], [4], [10]). The
method used relies on the variation of constants formula, which can be applied
in some cases, where the perturbing operator is not bounded. In particular, they
involve the so-called (Z)-condition to obtain generation results for the operators

A(I +B), (I +B)A,

where A generates a semigroup. A similar method was employed by the author
using a “dual” condition, the (Z∗)-condition, to obtain further results in that
direction. In the mean time the results have been extended to cosine families by
A. Piskarev and S.-Y. Shaw ([18], [19]) and to certain non-autonomous evolution
equations by W. Desch, W. Schappacher, and K. P. Zhang [5], i. e. the question,
whether

A(I +B(t)), (I +B(t))A

(weakly) generates evolution families was addressed. Even for a non-linear fam-
ily B(·) generation results were obtained ([11]). The non-linear case will not be
dealt with in this paper, however. Applications of a wide variety were consid-
ered, ranging from lower order differential terms as perturbation to population
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dynamics and (non-linear) delay differential equations. We will extend these
applications to potentials for the Heat equation.

The relationship between (Z)- and (Z∗)-condition is not as simple as a ca-
sual view on the definitions would suggest, they present two distinct ways to
perturbations. Also they have not been extended to the case, where A is not
simply a generator but a family of operators. Since it is our aim to apply and
extend the results given to

A(t)(I +B(t)), (I +B(t))A(t),

we need to do so. The third section will deal with the main theorems for the
non-autonomous Cauchy problem, thereafter we shall examine how the adjusted
conditions behave under perturbations. The last two sections contain compar-
isons with another setting used by Y. Latushkin, R. Nagel and others as well as
some applications for certain evolution families.

By the formulas A(I +B) = A+AB and (I +B)A = A+BA, understood
in a formal sense, the multiplicative perturbations may be understood as addi-
tive perturbations. All the results below can be formulated in that sense; the
examples in the last section show how the formal sense can be made rigorous.
But the conditions are easier to formulate and sometimes it is convenient to
see how the domain or the range changes, which is why we choose to write the
perturbation the multiplicative way.

2 Preliminaries

Let A(t), t ∈ [0, T ] be a family of linear operators in the Banach space X. An
evolution family represents the unique solution to a Cauchy problem such as
u′(t) = A(t)u(t) for t ∈ [0, T ]. It can be represented as family of continuous
linear operators U(t, s)x for an initial value u(s) = x, which we call an evolution
family. We will only consider evolution families, for which (t, s) 7→ U(t, s)x is
continuous for all x ∈ X (i. e. strongly continuous). Evolution families satisfy
U(t, s)U(s, r) = U(t, r) for 0 ≤ s ≤ r ≤ t ≤ T (called the Kolmogorov equation)
and U(t, t) = I for t ∈ [0, T ]. For a general introduction to this theory see
A. Pazy [17]. U(t, s) is said to be (strongly) generated, if

∂1U(t, s)x = A(t)U(t, s)x (1)

is continuous in t ∈ [0, T ] for all x ∈ D(A(s)) and 0 ≤ s ≤ t. This implies U(t, ·)
is right differentiable and

∂+
2 U(t, s)x = −U(t, s)A(s)x.

This follows from the Kolmogorov equation and continuity of ∂1U(t, s)x. Note
that ∂+

2 U(t, s)x is continuous in the first argument for all x ∈ D(A(s)) and
0 < s < t ≤ T . For each A(t) let A(t)∗ be some adjoint mapping. The evolution
family U(t, s) is said to be weakly generated, if there exists a weak*-dense set
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D ⊂ ∩t∈[0,T ]D(A(t)∗), such that

∂2 < U(t, s)x, x∗ >= − < x,A(s)∗U(t, s)∗x∗ >

exists and is continuous in (s, t) ∈ {(σ, τ) : 0 ≤ σ < τ ≤ T} for x ∈ X, x∗ ∈ D
(with 0 < s < t ≤ T ). In that case it follows from the Kolmogorov equation
that

∂+
1 < U(t, s)x, x∗ >=< U(t, s)x,A(t)∗x∗ >

exists and is continuous in t ∈ [0, T ] for all x ∈ X, x∗ ∈ D, and 0 ≤ s ≤ t.
Another notion is quasi-generation: U(t, s) is called quasi-generated by A(t), if
(1) holds for an extension of A(t). The statements on ∂2U(t, s)x still remain
true with unextended A(s).

For some types of evolution families these concepts coincide. C0-semigroups
are weakly and strongly generated. If we have two evolution families, U1 and U2,
generated by the same operator family A, then both are equal. To see this, we
differentiate f(r) := U1(t, r)U2(r, s)x for x ∈ D(A(s)) with respect to r ∈ (s, t).
But f ′(r) = 0, hence f(s) = U1(t, s)x = U2(t, s)x = f(t) by continuity.

In general strong generation need not imply weak generation, since no ap-
propriate weak*-dense set D has to exist. Also weak generation alone does not
guarantee uniqueness either way. The operators A0f = A1f = ∂xf in C([0, 1])
with D(A0) = C1([0, 1]) and D(A1) = {f ∈ C1([0, 1]) : f(0) = 0} both weakly
generate the evolution families

(U0(t, s)f)(x) =
{
f(x+ t− s) x+ t− s ∈ [0, 1]

f(1) otherwise

and

(U1(t, s)f)(x) =
{

f(x+ t− s) x+ t− s ∈ [0, 1]
f(1)ex+t−s−1 otherwise ,

0 ≤ s ≤ t ≤ T , x ∈ [0, 1], and f ∈ C([0, 1]). We may choose D = C∞C ((0, 1)) (the
set of functions with compact support, infinitely differentiable), which, inter-
preted as a set of density functions, is weak*-dense in Mreg([0, 1]) = C([0, 1])∗.
The set D renders boundary conditions obsolete.

We make some general Assumptions and notational conventions, which are to
hold throughout the remaining article. Suppose we have an operator family A =
{A(t) : 0 ≤ t ≤ T} that generates an evolution family U = {U(t, s) : 0 ≤ s ≤ t ≤
T}. We set ∆ST = {(s, t) : S ≤ s ≤ t ≤ T} and ∆T = ∆0T . For some compact
Hausdorff set K and Banach spaces X,Y , the space C(K,Bs(X,Y )) denotes
the (Banach) space of strongly continuous functions f : K → Bs(X,Y ) supplied
with the supremum norm ‖ · ‖∞. Mutatis mutandis we have Lp(K,B(X,Y )), if
K is a measure space and 1 ≤ p ≤ ∞. Integrals are always understood to be
Bochner integrals. A subset D ⊂ X∗ is norming, if |x| = supx∗∈D | < x, x∗ > |
for all x ∈ X.

Definition 2.1 Let U = {U(t, s) : (s, t) ∈ ∆T } be an evolution family in X.
Let A = {A(t) : t ∈ [0, T ]} be a family of (possibly non-continuous) linear
operators in X. Suppose Z is a Banach space embedded in X, such that
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(i) either (a) for all (s, t) ∈ ∆T there is a dense set DZ
s,t in C([s, t],Bs(X,Z))

and for Φ ∈ DZ
s,t and x ∈ X, the function A(·)Φ(·)x is integrable; or (b)

there exists a norming set D∗ ⊂ X∗, such that for all (s, t) ∈ ∆T there
exists a dense set DZ

s,t in C([s, t],Bs(X,Z)) and for Φ ∈ DZ
s,t, x

∗ ∈ D∗,
and x ∈ X, the function < Φ(·)x,A(·)∗U(r, ·)∗x∗ > is integrable for all
r ∈ [s, t],

(ii) the linear mapping FA,s,t : DZ
s,t → C([s, t],Bs(X)) defined by

< FA,s,t(Φ)(r)x, x∗ >=
∫ r

s

< Φ(r′)x,A(r′)∗U(r, r′)∗x∗ > dr′,

for Φ ∈ DZ
s,t, x

∗ ∈ D∗ (= X∗ in case (i) (a)), and x ∈ X can be extended
to C([s, t],Bs(X,Z)),

(iii) DZ
s,t is dense for all (s, t) ∈ ∆T and there exists a continuous bijection

γ : IR+
0 → IR+

0 with γ(0) = 0 and ‖FA,s,t‖ ≤ γ(t− s) for all (s, t) ∈ ∆T .
In particular, FA,s,t is continuous.

Then we call (A,U,Z) right-compatible.

To distinguish between (i) (a) and (i) (b), we call the former strong and the
latter weak compatibility. We do not assume the domains D(A(t)), t ∈ [0, T ] to
have a common dense subspace, it may well be that D(A(t)) ∩D(A(s)) = {0}
for s 6= t. We also like to consider spaces in which the domains are not dense,
this is why we have included a weak version of right-compatibility. The operator
family A will always be some sort of generator and in many cases determines U
uniquely.

Remark 2.2 We let DZ := DZ
0,T , which is a subset of DZ

s,t for all (s, t) ∈ ∆T .
We may also extend the elements of DZ to turn DZ into a set contained in
C0(IR, Y ) (the space of functions vanishing at infinity).

Definition 2.1 more or less coincides with the (Z)-condition given previ-
ously ([4], for the operator-valued version cf. [10]) as the following informal dis-
cussion illustrates. With the (Z)-condition one requires that

∫ t
0
T (s)BΦ(s)ds

lies in D(A0), where A0 is the (closed) generator of T and then estimates
A0

∫ t
0
T (s)BΦ(s)ds. The non-autonomous case requires one to take A(·) un-

der the integral a priori, if we aim for the variation of constants formula. This
is in contrast to the semigroup case, where T (s)A ⊂ AT (s) can be used for all
s ≥ 0. That such an argument is not possible in the non-autonomous case will
become clear through the following lemma.

Lemma 2.3 Suppose U is an evolution family generated (weakly or strongly)
by A on the set ∆T and that D ⊂ X is dense. If A(t)U(t, s)x = U(t, s)A(s)x
for x ∈ D, (s, t) ∈ ∆T , then U is a semigroup and A(t) = A(0) for t ∈ [0, T ],
where A(0) is a restriction of the generator of the semigroup U .

Proof: Let fx,x∗(t, s) =< U(t, s)x, x∗ > for x ∈ D, x∗ ∈ D∗, and (s, t) ∈ ∆T . D∗

is the weak* dense set in X∗, which is given in the case of a weakly generated
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U and can be chosen as X∗ in the case U is strongly generated. We have
∂+

1 f(t, s) = −∂2f(t, s). Since this function is continuous, ∂1f(t, s) = ∂+
1 f(t, s)

exists. By an elementary method of characteristics, we have f(t, s) = g(t − s)
for some g, In other words,

< U(t, s)x, x∗ >=< U(t− s, 0)x, x∗ > .

But x, x∗ were chosen arbitrary and D is dense in X, D∗ is weak*-dense in X∗,
thus U(·, 0) is a semigroup by the Kolmogorov equation. That A is constant
and a subset of the generator of U(·, 0) is a trivial consequence of this. 2

The classical examples of spaces Z, which make (A,U,Z) right-compatible
in the autonomous case are the the Favard class of A and, if A is generator of
a holomorphic semigroup, most interpolation spaces between X and D(A). See
the last section for details, where these are extended to the non-autonomous
case.

Remark 2.4 Sometimes it is convenient to have a pointwise version of Defini-
tion 2.1. Under the given hypothesis we may require (i) that there exists a dense
set D̃Z in C([s, t], Z), such that for φ ∈ D̃Z , the function A(·)φ(·) is integrable
and the linear mapping F̃A,s,t : D̃Z → C([s, t], X) defined by

F̃A,s,t(φ)(r) =
∫ r

s

U(r, r′)A(r′)φ(r′) dr′,

is extendible to C([s, t], Z), with ‖F̃A,s,t‖ ≤ γ(t− s).
By choosing φ := Φ(·)x, it is obvious that the conditions on F̃A,s,t imply

those on FA,s,t. The other situation can be seen by setting Φx∗(·)x =< x, x∗ > φ
for x∗ ∈ X∗. The short proof does not differ from the one in the semigroup case
given by the author (cf. [9], [10]).

Remark 2.5 In case U is a semigroup and A(0) its generator, we may assume
that D(A(0)) ⊂ i(Z), where i : Z → X is the embedding mapping. XA(0) =
D(A(0)) with its graph norm makes (A, T,XA(0)) right-compatible (cf. [3]).
Thus (A, T,D(A(0))⊕ i(Z)) is right-compatible if (A, T, Z) is.

We continue to omit the embedding mapping i, as in most applications Z
will be a subspace of X suitably normed. We now turn to the appropriate
extension of the (Z∗)-condition.

Definition 2.6 Let U = {U(t, s) : (s, t) ∈ ∆T } be an evolution family in X.
Let A = {A(t) : t ∈ [0, T ]} be a family of (possibly non-continuous) linear
operators in X. Suppose X is embedded into a Banach space Z, such that

(i) there exists a dense set D ⊂ X, such that for all (s, t) ∈ ∆T there exists
a set DZ

s,t in C([s, t],Bs(Z,X)), and for Φ ∈ DZ
s,t and x ∈ D the function

Φ(·)A(·)U(·, s)x is integrable.
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(ii) the linear mapping GA,s,t : DZ
s,t → C([s, t],Bs(X)) defined by

GA,s,t(Φ)(r)x =
∫ r

s

Φ(r′)A(r′)U(r′, s)x dr′,

for Φ ∈ DZ
s,t and x ∈ D can be extended to X and C([s, t],Bs(Z,X)),

(iii) DZ
s,t is dense and there exists a continuous bijection γ : IR+

0 → IR+
0 with

γ(0) = 0 and ‖GA,s,t‖ ≤ γ(t− s). In particular, GA,s,t is continuous.
Then we call (A,U,Z) left-compatible.

As in the case of right-compatibility in Remark 2.2, we drop the indices s
and t from DZ

s,t. Definition 2.6 replaces the (Z∗)-condition in the same manner
as the previously given replaces the (Z)-condition.

In both cases, the denseness of the sets DZ ensure that the mappings FA,s,t,
resp. GA,s,t overlap properly for different values of t ∈ [0, T ], i. e.

FA,s,t(Φ)(r) = FA,s,t′(Φ)(r) (2)

for 0 ≤ s ≤ r ≤ t ≤ t′ ≤ T . Suppose we have a family B ⊂ C([0, T ],Bs(X,Z)).
Then it is possible to construct a linear, continuous (well-defined) mapping
FA,B : C(∆T ,Bs(X))→ C(∆T ,Bs(X)) by

FA,B(Φ)(t, s) = FA ◦B(Φ)(t, s) := FA,s,t(B(·)Φ(·, s))(t).

Accordingly for left-compatibility, if B ⊂ C([0, T ],Bs(Z,X)), we have

GA,B(Φ)(t, s) = GA ◦B(Φ)(t, s) := GA,s,t(Φ(t, ·)B(·))(s).

In the next section we will show that I − FA,B and I −GA,B are invertible.

3 The Main Results

The following two theorems have already been proved in the literature for the
semigroup case and the proofs are adaptable to the non-autonomous case. Since
here we generalize these theorems, we shall only sketch the proofs at the points
were they mimic those of the semigroup case. See [4] and [10] for more details.
On the other hand some points require more care, in particular the generation
conditions. These points will accordingly be more detailed.

Theorem 3.1 Let (A,U,Z) be right-compatible and let B ∈ C([0, T ],Bs(X,Z)).
Then there is a unique evolution family V = {V (t, s) : (s, t) ∈ ∆T } satisfying

V (t, s) = U(t, s) + (FA,BV )(t, s)

for (s, t) ∈ ∆T . Moreover, A(I +B) weakly generates V , if A weakly generates
U .
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Proof: Consider for (s, t) ∈ ∆T the mappings FA,s,t ◦B. By the continuity of γ
and γ(0) = 0, there exists an ε > 0, such that γ(ε) < ‖B‖−1

∞ . We find that for
all (s, t) ∈ ∆T with |t− s| < ε we have (by monotoneity of γ) ‖FA,s,t ◦ B‖ < 1
and thus

V (·, s) := (I − FA,s,t ◦B)−1U(·, s)
exists in C([s, t],Bs(X)). Using (2) we can patch these solutions together to
obtain a function V ∈ C(∆T ,Bs(X)) for which we obtain the formula

V (t, s) = U(t, s) + (FA,BV )(t, s),

which uniquely defines V and is now used to prove the Kolmogorov equation.
Towards this end fix r ∈ [0, T ] and define the family V̂ ∈ C(∆T ,Bs(X)).

V̂ (t, s) =
{
V (t, r)V (r, s) r ∈ (s, t)

V (t, s) r /∈ (s, t)

for (s, t) ∈ ∆T . Fix s ∈ [0, T ] and let Ws,Wr ∈ DZ . Now define

Ŵ (t, s) =
{
Wr(t)V (r, s) r ∈ (s, t)

Ws(t) r /∈ (s, t)

We immediately see

(FA,BŴ )(t, s) = U(t, r)(FA,BŴ )(r, s) + (FA,BŴ )(t, r)V (r, s).

Since Ŵ was a construction from a dense set, the same equation holds for V̂ .
That implies

V̂ (t, s) = U(t, s) + (FA,BV̂ )(t, s)

By uniqueness of V , we have V = V̂ and this family is therefore indeed an
evolution family.

We now establish the generation conditions. Suppose, U is weakly generated
with D∗ the set in X∗, such that for x∗ ∈ D∗ the derivative ∂1 < U(t, s)x, x∗ >
exists and is continuous. Thus for x∗ ∈ D∗:

< V (t+ h, s)x− V (t, s)x, x∗ >=
∫ t+h

t

< U(r, s)x,A(r)∗x∗ > dr

+
∫ t+h

t

< B(r)V (r, s)x,A(r)∗U(t+ h, r)∗x∗ > dr

+ < (FA,BV )(t, s), U(t+ h, t)x∗ − x∗ >

By continuity of the integrand we find that h−1 < V (t+h, s)x−x, x∗ > converges
to

< U(t, s)x+B(t)V (t, s)x+ (FA,BV )(t, s), A(t)∗x∗ >

as h → 0. Thus ∂+
1 < V (t, s)x, x∗ >=< (I + B(t))V (t, s)x,A(t)∗x∗ >. This

derivative is continuous as well. For the derivative with respect to the second
argument, we may apply the same argument for t = s. For s 6= t, we note that

1
h

(V (t, s− h)− V (t, s)) = V (t, s)
1
h

(V (s, s− h)− I)
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and V is strongly continuous. 2

Observe that this theorem applies in cases, where the intersection of the
various domains of A(·) may intersect non-densely. Even the domains of the
adjoints do not have to be dense. Let 0 = t0 < . . . < tn = 1 be a partition
of [0, 1] and bi ∈ [0, 1], (0 ≤ i < n) with bi 6= bi+1 for 0 ≤ i < n. Consider
X = Lp([0, 1]), (1 ≤ p <∞), A(t)f = f ′ (f ∈ D(A(t))), and

D(A(t)) = W 1,p([0, 1]) ∩ {f(1) = bi

∫ 1

0

f(x)dx},

for t ∈ [ti, ti+1), (0 ≤ i < n). Then

D(A(t)) ∩D(A(s)) = {f ∈W 1,p([0, 1]) : f(1) =
∫ 1

0

f(x)dx = 0}

if s and t are not in the same subinterval [ti, ti+1). This set is not dense and if
we look for physically meaningful solutions of such a problem, they will be non-
negative, but no non-trivial positive function exists in that intersection. Such
boundary conditions may for instance be a birth rate requirement in mathe-
matical biology. The evolution family on ∆1 strongly generated by (A(t))t∈[0,1)

is
U(t, s) = Tj(t− tj)Tj−1(tj − tj−1) · · ·Ti(ti+1 − s),

if t ∈ [tj , tj+1), s ∈ [ti, ti+1), and i < j (if i = j, U(t, s) = Ti(t− s)), where

(Tj(s)f)(x) =
{
f(x+ s) x+ s ∈ [0, 1)
aj(
∫ 1

0
ebjtf(r)dr −

∫ bit
0

eait−rf(r)dr) x− 1 + s ∈ [0, 1]

We have X∗ = Lq([0, 1]), (1/p + 1/q = 1) and with D = C∞0 ([0, 1]) in X∗

the family U is weakly generated. A reasonable perturbation in this context
would be f(x) 7→ m(x)f(x), where m represents the mortality rate. Cf. [5] for
a treatment of this example.

Other evolution families, where the various domains are not identical were
presented and studied by H. Amann (cf. [1] for a survey), G. E. Parker [16], and
by A. Pazy [17].

Theorem 3.2 Let (A,U,Z) be left-compatible and B ∈ C([0, T ],Bs(Z,X)).
Then there exists a unique evolution family V = {V (s, t) : (s, t) ∈ ∆} satis-
fying

V (t, s) = U(t, s) + (GA,BV )(t, s)

for (s, t) ∈ ∆. Moreover, (I +B)A quasi-generates V , if A quasi-generates U .

Proof: The construction of the evolution family is the same as in Theorem
3.1, except that FA,B is replaced by GA,B . The generation part is handled
differently.

Suppose now that U is quasi-generated by A and let C(t) denote the ex-
tension of A(t) such that ∂2U(t, s)x = C(t)U(t, s)x for all x ∈ D(A(s)). Let
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Cp(t)x := limh→0 h
−1(V (t + h, t)x − x) with domain equal to the subspace for

which this limit exists. Let x ∈ D(A(t)). Then

V (t+ h, t)x− x = U(t+ h, t)x− x+
∫ t+h

t

V (t+ h, r)B(r)C(r)U(r, t)x dr

and thus h−1(V (t + h, t)x − x) converges to (I + B(t))A(t)x as h → 0. Hence
D(A(t)) ⊂ D(Cp(t)). Let X+B(X) denote the space of affin linear mappings in
X, normed by ‖f‖A = |f(0)|+ ‖f − f(0)‖B(X). We now as a first step consider
for fixed 0 ≤ s1 ≤ s0 < t0 ≤ T and x ∈ D(A(s1)) the map Gx,s1,s0,t0 defined by

(G(1)
x,s1,s0,t0W )(t) := (I +B(t))C(t)U(t, s1)x− (GA,B,s0,t0W )(t, s0)U(s0, s1),

which maps C([s0, t0], X + Bs(X)) into itself. We have, as a matter of course,
extended GA,B,s0,t0 to constant functions in a straight-forward manner. If we
choose t0 − s0, such that (t0 − s0) + γ(t0 − s0) < (‖V ‖∞‖B‖∞)−1, the map-
ping G

(1)
x,s1,s0,t0 is a contraction. We thus obtain a unique fixed point we call

V̂ ′x,s1,s0,t0 .
We proceed to estimate

Dh := h−1(V (t+ h, s0)x− V (t, s0)x)− V̂ ′x,s0,s0,t0(t).

For arbitrary ε > 0 choose h > 0, such that T + h ≤ t0,

‖h−1(U(t+ h, s0)− U(t, s0))x− C(t)U(t, s0)x‖ < ε,

and

sup
r∈[s0,t+h]

‖V (t+ h, r)B(r)C(r)U(r, s)x−B(t)C(t)U(t, s0)x‖ < ε.

We then find

‖Dh‖ ≤ ‖h−1(U(t+ h, s0)− U(t, s0))x− C(t)U(t, s0)x‖+ ‖GA,B,s0,t0Dh‖

+‖h−1

∫ t+h

t

V (t+ h, r)B(r)C(r)U(r, s0)x dr −B(t)C(t)U(t, s0)x‖

≤ 2ε+ γ(t0 − s0)‖B‖∞‖Dh‖

But t0−s0 was chosen, such that γ(t0−s0)‖B‖∞ < 1, and we find that ‖Dh‖ → 0
as h → 0. This implies the differentiability of V (·, s0))x in the interval [s0, t0].
A similar estimate is true for −h > 0.

In the second step we consider for s2 ≤ s1 < s0 the mapping

(G(2)
x,s2,s1,t0W )(t) := (I +B(t))C(t)U(t, s2)x

−(G(1)
x,s2,s1,s0 V̂

′
x,s2,s1,s0)(s0)

−(GA,B,s2,t0W )(t, s1)U(s1, s2),
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with x ∈ D(A(s2)) and (s0 − s1) + γ(s0 − s1) < (‖V ‖∞‖B‖∞)−1. We proceed
with the same fixed point method as above to obtain differentiability in [s1, t0].
The repetition process corresponds to a split of the involved integrals into sizable
pieces. Induction yields the claim for all of [0, t0] and t0 ∈ [0, T ] was arbitrary.
Therefore V (t, s)D(A(s)) ⊂ D(Cp(t)) for all (s, t) ∈ ∆T and we have proved the
claim 2

4 Left- and Right-compatibility after Perturba-
tion

In this section, we obtain results on the stability of left- and right-compatibility,
which will reduce the burden of checking these conditions in some examples.
We consider the conditions to be stable, if a space Z is compatible with the
perturbed evolution family, if it was compatible with the unperturbed. We fix
T ∈ IR+ and consider U, V ∈ C(∆T ,Bs(X)). Suppose B ∈ L∞([0, T ],Bs(X)),
and let

V (t, s)x = U(t, s)x+
∫ t

s

U(t, r)B(r)V (r, s)x ds (3)

be satisfied for x ∈ X. By choosing t− s small enough, we find that

V (t, s)x = U(t, s)x+
∞∑
n=1

∫ t

s

U(t, t1)B(t1) · · ·
∫ tn−1

s

U(tn−1, tn)B(tn)

U(tn, s)x dtn · · · dt1.

This follows from the Neumann-series which solves (3). Using this formula we
see

U(t, s)x = V (t, s)x−
∫ t

s

V (t, r)B(r)U(r, s)x ds. (4)

Proposition 4.1 Suppose that (A,U,Z) is strongly right-compatible and the
family B ∈ C([0, T ],Bs(X)). Then (A + B, V, Z) is strongly right-compatible,
where V is the evolution family obtained uniquely from U via the variation of
constants formula (3).

Proof: For arbitrary Φ ∈ DZ ⊂ C([0, T ],Bs(X,Z)), such that FAΦ exists in its
integral form and x ∈ X we compute

‖
∫ t

s

V (t, r)A(r)Φ(r)x dr‖ ≤ ‖
∫ t

s

U(t, r)A(r)Φ(r)x dr‖

+ ‖
∫ t

s

∫ t

r

U(t, r′)B(r′)V (r′, r)A(r)Φ(r)x dr′ dr‖

≤ γ(t− s)‖Φ‖∞|x|

+ ‖
∫ t

s

U(t, r′)B(r′)
∫ r′

s

V (r′, r)A(r)Φ(r)x dr dr′‖
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≤ γ(t− s)‖Φ‖∞|x|

+ (t− s)‖U‖∞‖B‖∞ sup
r∈[s,t]

‖
∫ r

s

V (r′, r)A(r)Φ(r)x dr‖.

From this follows for t− s < (‖V ‖∞‖B‖∞)−1 that

‖
∫ t

s

V (t, r)A(r)Φ(r)x dr‖ ≤ γ(t− s)
1− (t− s)‖U‖∞‖B‖∞

‖Φ‖∞|x|.

Moreover,

‖
∫ t

s

V (t, r)B(r)Φ(r)x dr‖ ≤ (t− s)‖B‖∞‖V ‖∞‖Φ‖∞|x|.

Since Φ was taken from a dense set, we have proved the claim. 2

Remark 4.2 Due to the simple nature of the bounded perturbation, we find
that the generation results for U apply to V . That is, if U is (weakly) generated
by A, then V is (weakly) generated by A+B.

The same method of proof using the variation of constants formula and
changing the order of integration can be applied to corresponding claims for
which we omit the proof. These and the above proposition are summarized in
the following theorem.

Theorem 4.3 Let Z be a Banach space and B ∈ C([0, T ],Bs(X)). Suppose U
and V are evolution families satisfying (3) and thus (4).

(i) If (A,U,Z) is strongly right-compatible, then (A + B, V, Z) is strongly
right-compatible.

(ii) If (A,U,Z) is left-compatible and D is a set, which is invariant under
V , such that Φ(·)A(·)x is integrable for x ∈ D and Φ ∈ DZ , then (A+B, V, Z)
is left-compatible.

(iii) If (A,U,Z) is strongly right-compatible and B ∈ C([0, T ],Bs(X,Z)),
such that BΦ ∈ DZ if Φ ∈ DZ , then (A(I + B),W,Z) is strongly right-
compatible, where W = U + FA,BW .

(iv) If (A,U,Z) is left-compatible, B ∈ C([0, T ],Bs(Z,X)), and D is a set
invariant under W , such that Φ(·)(I + B(·))A(·)x is integrable for x ∈ D and
Φ ∈ DZ , then ((I +B)A,W,Z) is left-compatible, where W = U −GA,BW .

The a posteriori conditions in the above theorem are not that hard to check
in many cases. For instance: in the autonomous case, D = D(A(0)) may serve
in case (ii), as it is left invariant by V , whose generator has the same domain,
the integrability is also true.

For the moment assume that we drop the injectivity of the embeddings
between Z and X in Definitions 2.1 and 2.6. We see that we actually have to
consider iB as perturbation if (A,U,Z) is right-compatible, where i : Z → X
is the embedding but not necessarily injective. We may then consider Z/Ker(i)
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instead of Z and the quotient mapping [i] is injective. All the relevant estimates
still hold. Suppose (A,U,Z0) is left-compatible (with i0 : X → Z0 injective).
If (A,U,Z) is also left-compatible, but i : X → Z is not injective, we may
still consider the perturbation Bi. We define i′ : X → Z × Z0 with i′(x) =
(i(x), i0(x)). Then i′ is injective and all the relevant estimates hold. (For an
elaboration of this argument in the semigroup case, cf. [9].) Thus, if we drop
the injectivity assumption, we can easily deduce the following.

Remark 4.4 If (A,U,Zk) is strongly right- or left-compatible for k = 1, 2, then
this is also true for (A,U,M), where M may be a closed subspace, a product,
or a quotient space of Z1 and Z2. In case of right-compatibility we also have
right-compatibility of intersections and in case of left-compatibility we have
left-compatibility of sums.

Corollary 4.5 Assume the situation of Theorem 4.3 (iii). Let (A,U, Z̃) be
strongly right-compatible and B ∈ C([0, T ],Bs(X,Z)). Then (A(I+B),W, Z̃) is
right-compatible, where W = U + FA,BW . The same is true mutatis mutandis
for the situation in (iv).

Proof: Suppose (A,U,Z) and (A,U, Z̃) are both strongly right-compatible or
both left-compatible. Let B ∈ C([0, T ],Bs(X,Z)) resp. B ∈ C([0, T ],Bs(Z,X)).
Then (A,U,Z × Z̃) is right- resp. left-compatible. Now, B(X,Z) ⊂ B(X,Z ×
Z̃) trivially in the first case, while any element of B(Z,X) can be extended
in a canonical way to an element of B(Z × Z̃,X) in the second. Therefore
Theorem 4.3 yields the conclusion for (A+, U, Z × Z̃), where A+ = A(I + B),
resp. (I+B)A. We point out that by Remark 4.4 any closed subspace of a space
fulfilling right-compatibility also fulfills it and the claim is proven. 2

Nevertheless, we will continue to make the injectivity assumption, to avoid
the cumbersome addition of the mapping i in all formulas.

5 Evolution Semigroups and Evolution Families

The following approach to evolution families is quite old, but has recently re-
ceived much attention again (cf. e. g. [8], [12], [14]). An evolution family U
on ∆T can be extended trivially to all of {(t, s) ∈ IR2 : t ≥ s} by setting
U(t, s) = I if t ≥ s ≥ T or s ≤ t ≤ 0 and using the Kolmogorov equation.
Generating families are accordingly extended. It is now possible to consider an
associated semigroup on some suitable space of functions defined on IR; we will
only consider

F (X) = C0(IR, X) = ({f ∈ C(IR, X) : lim
|x|→∞

f(x) = 0}, ‖ · ‖∞).

Then T (t)t≥0 is defined by

(T (t)f)(s) = U(s, s− t)f(s− t).
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As is easily seen, T is strongly continuous. Let F 1(X) = {f ∈ F (X) : f ′ ∈
F (X)} and let F−1(X) be the completion of F (X) with the norm

‖f‖−1 = inf
g∈F 1(X)

(‖g‖∞ + ‖f − g′‖∞). (5)

F−1(X) is a space of X-valued distributions. T restricts to a semigroup on
F 1(X) and extends to a semigroup in F−1(X). We will assume that U is
generated by A ∈ C([0, T ],Bs(Y,X)), where Y a Banach space dense in X, then
the generator of T equals (Bf)(s) = f ′(s)+A(s)f(s) in a proper domain, which
includes F 1(Y ), cf. [14]. We will assume so in the following.

Theorem 5.1 If Y ⊂ Z is densely embedded, then (A,U,Z) is right-compatible,
if and only if (B, T , F 1(Z)) is right-compatible.

Proof: Assume (A,U,Z) is right-compatible. The space C0(IR, Y ) is dense in
C0(IR, Z) and consequently C([0, t], F 1(Y )) is dense in C([0, t], F 1(Z)). Now,
let Φ ∈ C([0, t], F 1(Y )). Since the integral in Definition 2.1 is then defined, we
do not need to worry about the existence of a norming set D∗ in F 1(Z)∗, it can
be chosen as all of F 1(Z)∗. We now calculate (all integrals are strong integrals):

sup
r≥0
‖(
∫ t

0

T (s)BΦ(s) ds)(r)‖

≤ sup
r≥0
‖
∫ t

0

U(r, r − s)Φ(s)′(r − s)ds‖

+ sup
r≥0
‖
∫ t

0

U(r, r − s)A(r − s)Φ(s)(r − s)ds‖

≤ t‖U‖∞‖Φ(·)′‖C([0,t],F (Z)) + γ(t)‖Φ‖C([0,t],F (Z))

≤ c0(γ(t) + t)‖Φ‖∞.

Thus (B, T , F 1(Z)) is right-compatible.
Assume now that (B, T , F 1(Z)) is right-compatible. Define

ψt(s) =

 1 for |s| ∈ [0, t)
(1 + cos(|s| − t))/2 for |s| ∈ [t, t+ π)

0 for |s| ∈ [t+ π,∞)
.

For a given φ ∈ C([s, t], Z) let Φ(r)(r′) = ψt(r′)φ(r) for r ∈ [0, t], r′ ∈ IR. Then
Φ ∈ C([s, t], F 1(Z)) and ‖Φ‖∞ ≤ 2‖φ‖∞. If φ ∈ C([s, t], Y ) we find

‖
∫ t

s

U(t, r)A(r)φ(r)dr‖

≤ ‖
∫ t−s

0

U(t, t− r)A(t− r)φ(t− r)dr‖

≤ ‖
∫ t−s

0

(T (r)BΦ(r))(t)dr‖+ ‖
∫ t−s

0

(T (r)Φ(r)′)(t)dr‖

≤ γ(t− s)‖Φ‖∞ + (t− s)‖T‖∞‖Φ′‖∞
≤ c1(γ(t− s) + (t− s))‖φ‖∞
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This proves the claim, since by assumption C([s, t], Y ) is a dense space in
C([s, t], Z). 2

Without proof we state the following lemma. Its proof is very technical and
is similar to the autonomous case (cf. [9], Lemma 2.34 and [3], Theorem 2.2).

Lemma 5.2 If (A,U,Z) is left-compatible, then we can extend GA,s,t in Defini-
tion 2.6, such that ‖GA,s,tΦ‖ ≤ γ(t− s)‖Φ‖∞ holds for all piecewise continuous
Φ, with values in B(Z,X).

Theorem 5.3 If X ⊂ Z is densely embedded, then (A,U,Z) is left-compatible,
if and only if (B, T , F−1(Z)) is left-compatible.

Proof: Assume (A,U,Z) is left-compatible. We remark that T extends to a
strongly continuous semigroup on F−1(X). First

sup
r≥0
‖(
∫ t

0

Φ(s)BT (s)g ds)(r)‖

≤ sup
r≥0
‖
∫ t

0

(Φ(s)(U(·, · − s)g(· − s))′)(r)ds‖

+ sup
r≥0
‖
∫ t

0

(Φ(s)A(·)U(·, · − s)g(· − s) ds)(r)‖

≤ t‖U‖∞‖Φ‖∞‖g‖∞ + sup
r≥0
‖
∫ t

0

(Φ(s)A(·)U(·, · − s)g(· − s) ds)(r)‖.

We now only consider the second term. We note that S : f 7→
∫ ·
−∞ es−·f(s)ds,

defined for all f ∈ CC(IR, Z), can be extended to an isomorphism from F−1(Z)
into F (Z). It is the inverse of f → f + f ′. There exists a δ > 0 (independent
of f) and s0 ∈ IR, such that |S(f)(s0)| ≥ δ‖f‖F−1(Z). For a given Φ0 ∈
B(F−1(Z), F (X)), r ∈ IR, and f ∈ F−1(Z), we then define φ0 ∈ B(Z,X)
through an extension of φ0S(f)(s0) := (Φ0f)(r), such that ‖φ0‖ ≤ δ−1‖Φ0‖. For
a given Φ ∈ C([0, T ],Bs(F−1(Z), F (X))), g ∈ C([0, T ], F−1(Z)), and ε > 0, we
thus obtain a function φε ∈ C([0, T ],Bs(Z,X)), such that ‖φε(·)S(g(·))(s0(·))−
(Φ(·)g(·))(r)‖∞ < ε, where s0 is continuous and ‖φ‖∞ ≤ 2δ−1‖Φ‖∞. With
g(s) = A(·)U(·, · − s)f(· − s) we may now estimate the second term from above
by estimating the following

‖
∫ t

0

φ(s)
∫ s0(s)

−∞
es−s0(s)A(s′)U(s′, s′ − s)f(s′ − s)ds′ ds‖

= ‖
∫ ∞
−∞

∫
[0,t]∩I(s′)

eτ(s,s′)φ(s)A(s′ + s)U(s+ s′, s′)f(s′)ds ds′‖

= ‖
∫ ∞
−∞

∫
[0,t]

φ̃(s)eτ(s,s′)A(s′ + s)U(s+ s′, s′)f(s′)ds ds′‖

≤ γ(t)
∫ T

−T
‖f(s′)‖ds′‖φ̃‖∞

≤ γ(t)2T‖f‖∞2δ−1‖Φ‖∞,
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since A(s) = 0 for s /∈ [0, T ]. Note that τ(s, s′) ≤ 0 for all s, s′ ∈ IR. Since s0(·)
can be chosen, such that [0, t]∩ I(s′) is the union of a finite number of intervals,
φ̃ is piecewise continuous, an application of Lemma 5.2 proves the claim.

Assume now that (B, T , F−1(Z)) is left-compatible. Let x ∈ X and suppose
φ ∈ C([0, t],Bs(Z,X)). Then with (Φ(r)f)(s) = φ(r + s)f ′(s + r) we have
Φ ∈ C([0, t],Bs(F−1(Z), F (X))) and ‖Φi‖∞ ≤ ‖φ‖∞.

‖
∫ t

s

φ(r)A(r)U(r, s)x dr‖

= ‖
∫ t−s

0

φ(r + s)A(r + s)U(r + s, s)x dr‖

≤ ‖
∫ t−s

0

φ(r + s)(BT (r)ψtx)(r + s) dr‖

+‖
∫ t−s

0

Φ(r)(U(·, · − r)ψtx)(s) dr‖

≤ γ(t− s)‖Φ‖∞‖
∫
ψt‖∞|x|+ (t− s)‖U‖∞‖Φ‖∞|x|

≤ c1(γ(t− s) + (t− s))‖φ‖∞|x|,

where we have used that ‖ψt‖∞ < 2 + 2π if t− s ≤ 1. This proves the claim. 2

The assumption that Y is densely embedded in Z or X in Z is not necessary.
We have made it however to reduce computation considerably. If it is not the
case, the norming and dense sets for (A,U,Z) have to be mapped to norming
and dense sets for (B, T , F 1(Z)) resp. (B, T , F−1(Z)) in a more careful fashion.

The condition A ∈ C([0, T ],Bs(Y,X)) is technical in nature. It ensures
the existence of dense sets. Other conditions are conceivable to ensure such
existence. The following lemma provides a starting point in that direction.

Lemma 5.4 Let X be a Banach spaces. If D is a norming subspace in X∗,
then for any compact interval I the space LD := {f ∈ L1(I,X∗) : Im(f) ⊂ D}
is norming for C(I,X).

Proof: Assume the claim is false and let f ∈ C(I,X), such that there exists an
α ∈ [0, 1) and for all g ∈ LD with ‖g‖1 ≤ 1∫

I

| < f(s), g(s) > |ds ≤ α‖f‖∞.

In particular, choose gt,ε = (2ε)−1χ|·−t|<ε, if (t− ε, t+ ε) ⊂ I. Then ‖gt,εx∗‖1 =
|x∗| and gt,εx

∗ ∈ LD, if x∗ ∈ D.∫
I

< f(s), gt,ε(s)x∗ > dt→< f(t), x∗ > (ε→ 0).

Since D is norming, this implies ‖f(t)‖ ≤ α‖f‖∞ for all t ∈ I, which is a
contradiction. 2
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6 Examples

In this section we will deal with applications of the theory to certain non-
autonomous problems. Previously in [3], [4], and [10] the theory was applied to
population dynamics, delay equations, (non-linear) lower order terms in elliptic
boundary value problems and operators with (non-linear) boundary values. Here
we shall apply our theory to potentials in the heat equation and non-autonomous
elliptic boundary value problems. Note that the results of this paper may be
applied to the examples from the papers cited, as well as this example is subject
to the results of those papers. First, consider the following simple problem.

Set L∞,0(IR+
0 ) := {f ∈ L∞(IR+

0 ) : limr→∞ ess− supx>r|f(x)| = 0}. Let α
be strictly monotone and absolutely continuous, i. e. α′ ∈ L1(IR+

0 ) and α′(t) > 0
for almost all t > 0. The evolution family on C0(IR+

0 ) given by

(U(t, s)f)(x) = f(x+ α(t)− α(s)),

(s, t) ∈ ∆∞, f ∈ C0(IR+
0 ) is strongly continuous. It is generated by A(t) =

α′(t)d/dx with maximal domain C1
0 (IR+

0 ), if α′ ∈ C(IR+
0 ). We also note that

with A0 := d/dx with domain D(A0) = C1
0 (IR+

0 ) in C0(IR+
0 ), the operator

A0 − εI is invertible for ε > 0. More specifically,

(A0 − εI)−1f(x) =
∫ ∞

0

e−εsf(x+ s) ds,

and A0 generates the translation semigroup T0(t)f := f(· − t). Consider a
function B ∈ C(IR+

0 ,B(C0(IR+
0 ), L∞,0(IR+

0 ))). (A continuous family of non-
continuous multiplications, for instance.)

We find A(t)f +B(t)f = A(t)(I +R(t)B(t))f −R(t)B(t)f ∈ L∞,0(IR+
0 ) for

f ∈ D(A0). The operator R(t) is the extension of (A(t)− I)−1 = (α′(t))−1(A−
(α′(t))−1I)−1 to L∞,0(IR+

0 ). Note, that it maps L∞,0(IR+
0 ) into C0(IR+

0 ). We
will now prove that (A,U,R(0)L∞,0(IR+

0 )) is (weakly) right-compatible. From
this follows that an evolution family exists, which satisfies the variation of con-
stant formula that is weakly generated by A+B, if α′ ∈ C(IR+

0 )
Let f ∈ C([0, T ], L∞,0(IR+

0 )). We have

A(t)(A0 − I)−1 = α′(t) + α′(t)(A0 − I)−1.

We then calculate

‖FA,s,t(A0 − I)−1f‖

= sup
x≥0
|
∫ t

s

U(t, r)A(r)((A0 − I)−1f)(r, ·)(x)dr|

≤ sup
x∈IR
|
∫ t

s

α′(r)f(r, x− α(t) + α(r))dr|

+ sup
x∈IR
|
∫ t

s

α′(r)((A0 − I)−1f)(r, x− α(t) + α(r))dr|
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≤
∫ t

s

|α′(r)| sup
τ∈[0,T ]

(1 + ‖(A0 − I)−1‖)‖f(τ, ·)‖∞dr

≤ γ(t− s)‖f‖C([0,t],L∞,0(IR+
0 ))

≤ γ(t− s)M‖R(0)f‖C([0,t],R(0)L∞,0(IR+
0 )).

To prove that ∫ t

s

U(t, r)A(r)(A0 − I)−1f(r, ·)dr ∈ C0(IR+
0 ),

i. e. it has zero limits as |x| → ∞ essentially mimics the argument just given. In
the calculations made, we have used the fact, that A(t), (t ∈ [0, T ]) extends to a
continuous operator in B(C0(IR+

0 ), C−1
0 (IR+

0 )). (C−1
0 (IR+

0 ) is the completion of
C0(IR+

0 ) with norm given in (5).) In C−1
0 (IR+

0 ) the family U is also continuous
and the calculated bounds hold. Of course, we could have made all estimates in
the “weak” form by choosing D = C∞C (IR+

0 ) ⊂ ∩{D(A(t)∗ : t ∈ [0, T ]} as norm-
ing space in the dual of C0(IR+

0 ). This proves the claim on right-compatibility.
By Theorem 3.1, we know that A + B weakly generates a (strong) evolution
family in C0(IR+

0 ) on ∆T , if α′ ∈ C(IR+
0 ).

Another construction, which features non-constant domains in C([0, 1]), is
given by A(t) = d/dx, D(A(t)) = {f ∈ C1[0, 1], f ′(0) = α(t)f(0)} for some
α ∈ C(IR+

0 ). The evolution family strongly generated by A on ∆1 is given by

(U(t, s)f)(x) =
{

f(x− t+ s) x− t+ s ∈ [0, 1]
f(0)−

∫ t−x
s

α(r)f(r − s)dr x− t+ s /∈ [0, 1]
.

A space which is compatible with U and A is the space L∞([0, 1]). The calcu-
lations require only a little more effort than in the previous example.

Similar operators and especially extrapolations spaces have been studied
extensively (e. g. [7], [15]).

As was seen in the previous example, A(·) is not required to fulfill restrictive
time-regularity conditions for the two main theorems to hold. The next example
will show that the conditions on B(·) are also sufficiently general to obtain
evolution families in the parabolic case for generators not Hölder continuous.
Recall that parabolic problems have smoothing properties that are not present
in the general case. Also recall the space Cα(I,X) = {f ∈ C(I,X) : ‖f(t) −
f(s)‖ ≤ C|t− s|α; s, t ∈ I} for any compact interval I and Banach space X.

We take A(t)t∈[0,T ] to be a family of generators of analytic semigroups sat-
isfying

sup
t∈[0,T ]

‖(λI −A(t))−1‖ ≤M/(1 + |λ|)

for <(λ) > 0. In particular (0,∞) ⊂ ρ(A(t)) for all t ∈ [0, T ]. We introduce
the spaces X(t)k = D(A(t)k) with graph norms and |k| ∈ IN0. This constitutes
the so-called abstract Sobolev towers for A(t) (cf. [13], [21]). Then by using an
admissible interpolation functor {(·, ·)θ}0<θ<1, we obtain a scale {X(t)r}r∈IR
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by setting X(t)r = (X(t)[r], X(t)[r]+1)r−[r] for r ∈ IR, |r| /∈ IN0 ([r] denotes the
largest integer less than or equal to r.) Let Λ be the set of all α ∈ IR, such that

X(t)α = X(0)α =: Xα

for all t ∈ [0, T ] and that the norms in these spaces are uniformly equivalent,
e. g. 0 ∈ Λ. The r-realization of A(t) is called A(t)r; it is the (continuous)
restriction/extension/interpolation of A(t) : X(t)r+1 → X(t)r. Assume that
α, 1 + α ∈ Λ, −1 < α < 0, and Aα := A(·)α ∈ Cs([0, T ],B(Xα+1, Xα)) with
−α < s < 1. We also consider Aα as operator family in Xα, where it consists
of closed operators. Then A0(·) generates an evolution family in X. Cf. [2] for
details on this method. Also several properties of the evolution family generated
by A(·), which we need and state without source may be found there.

Theorem 6.1 Let B ∈ C([0, T ],B(X0, Xα)), such that

Aα(·)B(·)A0(·)−1 ∈ C([0, T ],B(X0, Xα)).

Then (the 0-realization of) A(·) +B(·) generates an evolution family in X.

Proof: First, we recall that the evolution family Uα(·, ·) (generated by Aα(·))
satisfies the estimate

(t− s)ε−α‖Uα(t, s)‖B(Xα,X0) ≤ C1(ε) (6)

for (s, t) ∈ ∆T and for 0 < ε < 1 + α. This can be seen by interpolation. From
this we conclude that

‖
∫ t

s

Φ(r)B(r)Uα(r, s)xdr‖ ≤ ‖Φ‖∞‖B‖∞C2(ε)(t− s)α−ε+1‖x‖,

which shows by Theorem 3.2 that Aα + B = (A + B)α quasi-generates an
evolution family Vα(·, ·) in Xα.

Now choose λ > 0, such that

sup
t∈[0,T ]

(‖(λI −Aα(t))−1‖B(Xα,X0) + ‖(λI −A0(t))−1‖B(X0,Xα+1)) < ‖B‖−1
∞ .

Then we deduce from the formulas

(λI − (A+B)α(t))−1 = (λI −Aα(t))−1(I −B(t)(λI −Aα(t))−1)−1

(λI − (A+B)0(t))−1 = (I − (λI −Aα(t))−1B(t))−1(λI −A0(t))−1

(λI − (A+B)0(t))−1 = (λI −A0(t))−1(I −B(t)(λI −Aα(t))−1)−1,
(7)

where the last equation follows from the first two, that λI−(A+B)0 is invertible.
We know that the following is true for the evolution family generated by A0:

(A0(t)U(t, s)A−1
0 (s))(s,t)∈∆T

∈ C(∆T ,B(X0)). (8)

Even more is true. For (s, t) ∈ ∆T we have

(t− s)α−ε‖Aα(t)Uα(t, s)Aα(s)−1‖B(Xα,X0) ≤ C3(ε). (9)
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by possibly adjusting ε > 0. We now define g by

g(t, s) = (λI − (A+B)0(t))U(t, s)(λI − (A+B)0(s))−1.

From (7), (8) we obtain that g ∈ C(∆T ,B(X0)).
We then define F through

F(Φ)(t, s) = g(t, s)+
∫ t

s

Φ(r)(λI−(A+B)(r))B(r)(λI−(A+B)(r))−1g(r, s)dr,

where Φ is in a suitable function space to be determined. We first calculate an
estimate for part of the integrand.

(λI − (A+B)(r))B(r)(λI − (A+B)(r))−1

= (I −B(r)(λI −A(r))−1)(λA(r)−1 − I)A(r)B(r)A(r)−1 ·
· (I − (λI −A(r))−1B(r))−1(λA(r)−1 − I)−1

From this follows that (λI−(A+B)(·))B(·)(λI−(A+B)(·))−1 has a realization
as continuous mapping in B(X0, Xα). We can now use the Hölder estimate (9)
to see that F is well-defined and continuous, if considered as mapping

F : C(∆s0t0 ,B(X))→ C(∆s0t0 ,B(X))

for any (s0, t0) ∈ ∆T . Moreover, F is a contraction when δ := t0 − s0 is chosen
sufficiently small. Its fixed point we call V̂ . The family V̂ can be extended to
all of ∆T in the usual way, since the contraction property of F does not depend
on the particular choice of (s0, t0), but only on δ. By uniqueness we identify V̂
with this extension.

Straightforward calculations using the uniqueness of V̂ now yields

V̂ (t, s) = (λI − (A+B)0(t))Vα(t, s)(λI − (A+B)0(s))−1.

From the quasi-generation on Vα in Xα, we infer that Vα(t, s) actually maps
D((A+B)0(s)) into D((A+B)0(t)) and ∂1Vα(t, s)x = (A+B)0(t)Vα(t, s)x for
x ∈ D((A + B)0(s)). In other words, (A + B)(·) generates an evolution family
in X. 2

Note, that although we have sub-generating conditions on Vα (in Xα), we
have full generation in X.

Consider the heat equation with a potential in Lp(IRn) (1 ≤ p <∞):

∂tu(x, t) = ∆u(x, t) + V (x, t)u(x, t).

The semigroup generated by the Laplacian

∆ =
n∑
j=0

∂2

∂x2
j
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is given by a convolution integral T (t)f = kt ∗ f , where the heat kernel is
kt(x) = (4πt)−n/2e−|x|

2/4t with ‖kt‖1 = 1. Thus T is a contraction semigroup
in Lp(IRn) (1 ≤ p <∞). When considering

T (t) : Lq(IRn)→ Lp(IRn)

we obtain ‖T (t)‖B(Lq(IRn),Lp(IRn) = ‖kt‖r = r−n/2(4πt)−(1/p−1/q)n/2 with 1 +
1/p = 1/q + 1/r. For arbitrary Φ ∈ C([0, T ],Bs(Lp(IRn), Lq(IRn)) we have

‖
∫ b

a

T (b− c)Φ(c)f dc‖p ≤ C̃(p, q, n)‖Φ‖∞‖f‖p
∫ b

a

c−n/2sdc,

1/p = 1/s + 1/q. Thus, if we have 2s > n, the latter integral exists, and with
the inequality bε − aε ≤ (b− a)ε for 0 < ε < 1 we obtain

‖
∫ b

a

T (b− c)Φ(c) dc‖ ≤ C(p, q, n)‖Φ‖∞(b− a)1−n/2s.

Used together with a Sobolev imbedding theorem, this proves the strong right-
compatibility of (∆, T, (εI − ∆)−1Lq(IRn)), where T is considered in Lp(IRn).
Moreover, if V ∈ C([0, T ], Ls(IRn)) we have

V (t) : Lp(IRn)→ Lq(IRn)

and V ∈ C([0, T ],Bs(Lp(IRn), Lq(IRn))). In particular ∆ + V weakly generates
an evolution family in Lp(IRn), if V ∈ C([0, T ], Ls(IRn)) with 2s > n and
p ≥ s/(s − 1). From [5] we infer that ∆ + V strongly generates in Lp(IRn), if
V ∈ C1([0, T ], Ls(IRn)). Using the same estimates one can show that (∆, T, (εI−
∆)−1Lp(IRn)) is left-compatible, where where T (·) is considered in Lq(IRn).
Therefore ∆ + V quasi-generates an evolution family in Lq(IRn) for q > s and
2s > n, if V ∈ C([0, T ], Ls(IRn)).

Similar results were recently obtained by F. Räbiger, A. Rhandi, and R.
Schnaubelt [20].
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List of Symbols
O Oh 0 zero
l el 1 one
K uppercase k k lowercase k
α alpha A script A
B script B 2 box
◦ circle χ chi
∩ stylized U open upward δ delta
∆ Delta ε epsilon
F script F G script G
∈ stylized epsilon { left braces
∞ infinity

∫
integral

λ lambda Λ Lambda
7→ barred arrow IN barred N
/∈ slashed ∈ 6= slashed =
⊕ circled plus ψ psi
φ phi Φ Phi
∂ stylized delta π pi
IR barred R ρ rho
⊂ stylized U open right

∑
Sigma

σ sigma τ tau
→ arrow × cross
T script T θ theta
x̃ tilde (above x) x̂ hat (above x)
x bar (above x)
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